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Vārta, a diverse, challenging, large-scale, 

multilingual, high-quality headline 

generation dataset for 14 Indic languages

• For multilingual summarization research

• For strong language models pre-training

Main Contributions
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• Indic languages in models: low-resource and 

under-represented

• Quality data: crucial for downstream task 

performance

• Family-specific pretraining: enhanced 

language transfer

Table 2: Average statistics on Vārta. CR stands for Compression Ratio. 

1. Headline Generation on Vārta

2. Vārta as a Pretraining Corpus

Note: The metric for the first five tasks is accuracy, 
while the metric for the last four tasks is F1 score.  

Note: The metric for the first four tasks is Rouge-L F1 
score while the metric for the last task is BLEU score.
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• Ratio of novel n-grams: high degree of 

abstraction, low lexical overlap

• Headline size: extreme summarization

• CR: concise headlines

• Vocabulary size, domain count: diversity

• Dataset size: large-scale

• Data Size Distribution Across Languages

• Statistics & Properties of Vārta

• Comparison with Other Datasets

Table 3: Other statistics on Vārta.

Table 1: Comparison of existing multilingual headline generation 
and summarization datasets with Vārta.

• Multilingual training: positive transfer 

among related languages

• Vārta: challenging even for state-of-the-art 

text generation models.

• Vārta-BERT  and Vārta-T5:  strong baselines 

on both NLU and NLG benchmarks

• Vārta: a pretraining corpus to train strong 

NLU and NLG models.
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